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Abstract
Artificial Intelligence is advancing rapidly, promising efficient and effective learning methodologies in 

the educational sector, including the higher education sector. In particular, AI has facilitated the customization 
and enhancement of students’ learning experiences. Apart from technological factors, personality traits play 
a role in the extent to which students adopt AI. This study investigated how students’ personality traits from 
a postgraduate institution influence their attitude toward AI and their willingness to adopt new technology. 
This study employed a thematic qualitative methodology. In-depth interviews and focus group discussions 
were conducted to collect data. The findings suggest that the relationship between personality traits and 
attitudes toward adopting new AI technology is complex. On one hand, personality traits seem to influence 
the adoption of AI technology. On the other hand, the perceived usefulness of AI technology also appears 
to trigger personality traits and encourage them to adopt new technology. Furthermore, self-efficacy and 
positive experiences indirectly influence the adoption of the technology, whereas negative experiences 
enhance caution in using the technology without necessarily discouraging its use.
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Introduction
Artificial intelligence (AI) has been broadly 

defined as the intelligence about machines that can 
reason, decide, and act like humans (Samoili et 
al., 2020). The development of such technologies 
has brought about several revolutionary changes 
in the private, public, and nonprofit sectors. 
The use of AI-based technology has become 
a new norm in the provision of education in 
contemporary societies. Several studies have 
debated the role and scope of AI in educational 
settings, especially higher education (Alqahtani 
et al., 2023; Felix, 2020; Singh & Hiran, 2022; 
Wang et al., 2021). Educational institutions are 
increasingly considering using AI technologies to 
obtain a competitive advantage in the marketplace 
(Hannan & Liu, 2023). Studies have shown that 
higher education institutions are increasingly 
using AI to deliver their services (Crompton & 
Burke, 2023; Wang et al., 2021). The adoption 
of AI technology helps revolutionize education, 

as it can potentially improve the service delivery 
of education (Mannuru et al., 2023). It assists 
institutions in accessing larger markets and helps 
students personalize their learning experience 
(Hutson et al., 2022). This trend can be observed 
even in developing countries trying to catch up 
with the development of AI technologies (Pedro 
et al., 2019). 

For a long time, developing countries 
have used traditional methods and approaches 
to conduct business operations. Artificial 
intelligence (AI) technology has significant 
advantages. Artificial Intelligence has allowed 
businesses to improve performance standards 
by enhancing traditional operational approaches 
(Kshetri, 2020). Some developing nations 
have been able to adopt these technologies at a 
greater speed than other countries. Brazil, Chile, 
Nigeria, India, and Kenya are among the most 
prominent innovators in AI technology adoption 
(Aderibigbe et al., 2023).



15

Exploring Students’ Personality Traits and Attitudes toward Artificial Intelligence... 

Notwithstanding the promising advances 
from introducing and developing AI technology 
in the education sector, there are concerns. Some 
of these concerns relate to the challenges and 
difficulties encountered by students who are 
the end recipients of educational services. As in 
other areas where new technology is introduced, 
the adoption of such technologies can foster 
negative emotions such as anxiety and trigger 
emotional problems (Almaiah et al., 2022; Kim 
et al., 2023). This is especially relevant in the case 
of the higher education sector, where students 
are usually mature learners who have already 
acquired some knowledge via more traditional 
methods. The shift to new ways of doing things 
may be an overwhelming experience for some 
(Malerbi et al., 2023; Duarte et al., 2018). 
Unfortunately, few studies have focused on 
understanding the personal experiences of these 
students, especially those living in developing 
countries in Africa. Such an understanding could 
lead to the design of a better curriculum and help 
service providers in their endeavors to deliver 
quality education. 

Hence, this study explores how students’ 
personality traits influence their attitude toward 
adopting AI and their willingness to embrace 
new AI technologies as a tool for their learning 
process. We addressed the following research 
questions: (1) How do students’ personality 
traits influence their attitudes toward adopting AI 
technologies in their higher education learning 
experience? (2) What role do students’ past 
experiences with technology play in shaping 
their perceptions and acceptance of AI tools in 
their academic environment? (3) How does self-
efficacy hinder or encourage students’ willingness 
to engage with AI-driven educational resources? 
(4) How do students perceive AI as beneficial or 
detrimental to their personal learning outcomes 
and overall academic performance? 

Review of Literature

Definition of Artificial Intelligence
The term AI encompasses several 

technology categories developed to identify some 

form of intelligence and intelligent behavior, 
from machine learning to conscious robotics. AI 
organizations can implement human know-how 
in programming logic. Samoili et al. (2020) 
pointed out the commonalities in the many 
definitions of AI. First, in all the definitions, is 
the element of perception of the environment and 
the consideration of the complexities existing in 
the real world. Second, AI implies the ability 
to process and interpret information obtained 
from data. Third, there is the intelligence of 
decision-making. This means the subject is 
able to reason independently and decide to act 
based on the thinking process. Lastly, AI also 
implies the ability to reach specific goals. These 
components point out the complexity involved 
in AI technology. The High-Level Expert Group 
on Artificial Intelligence (HLEG, 2019), as cited 
in Sheikh et al. (2023), defined AI as follows: 
“Systems that display intelligent behavior by 
analyzing their environment and taking actions 
– with some degree of autonomy – to achieve 
specific goals” (p. 16).

Benefits of Using Artificial Intelligence in the 
Education Sector

Artificial Intelligence (AI) has revolutionized 
education by transforming how institutions teach, 
learn, and operate. Further, AI-powered tools 
enhance the educational experience by assisting 
students in their learning process (for example, 
personalizing learning paths and providing 
real-time feedback), developing curriculum 
and automating administrative tasks (Chen et 
al., 2024; George, 2023). Adaptive learning 
platforms analyze student performance and 
adjust content to suit their pace and needs, thus 
promoting better understanding and retention.

Davenport and Ronanki (2018) identified 
three core categories of AI technology in the 
context of higher education: process automation, 
cognitive insight, and cognitive engagement. 
Process automation concerns routine automated 
administrative tasks such as record updates. 
Robotic process automation is used in several 
functions of the organization, such as human 
resources, accounting, finance, and information 
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technology (Lievano-Martínez et al., 2022). 
Cognitive insight involves intelligence that 
performs tasks and duties that mimic human 
reasoning in recognizing trends and patterns for 
predictive analytics (Al Mesmari, 2023). This 
type of AI technology requires specific software 
systems. Cognitive engagement uses natural 
language processing and machine learning 
capabilities, as seen in pedagogical chatbots, 
to assist students in their learning experiences 
(Chen et al., 2023). These technologies require 
educational providers to reassess and revise 
curricula (Pedro et al., 2019). There is more 
emphasis on critical thinking, independent 
learning, and creative learning than memorization. 
Furthermore, problem-solving and other active 
learning strategies (AI-centric labs) that focus on 
hands-on, real-world applications are important 
to effectively bridge theoretical knowledge with 
practical skills (George, 2023).

Administratively, AI optimizes operations 
by streamlining admissions, tracking academic 
progress, and predicting student outcomes. It 
helps universities identify at-risk students and 
offers timely interventions to improve retention 
rates. Additionally, AI can assist in curriculum 
design by analyzing industry trends and aligning 
courses with workforce demands (Crompton 
& Burke, 2023). However, integrating AI in 
education poses challenges such as ensuring 
data privacy, addressing algorithm biases, and 
bridging the digital divide. Despite these concerns, 
AI has immense potential for democratizing 
education, making it more inclusive, efficient, 
and innovative. As technology evolves, it will 
continue to shape the future of higher education.

Students’ Attitudes in Education Delivery 
The students’ attitude vis-à-vis the 

new technologies is important in delivering 
education because of the nature of the latter; 
that is, the “product” belongs to the service 
category. Services are unique in that they are not 
pre-produced like tangible products but rather 
are produced through a set of processes in which 
the consumer interacts with the production 
resources of the organization offering the service 

(Grönroos, 1998). As the education sector 
embraces AI technologies, and students are 
exposed to and become involved in new ways 
of doing things, their attitude toward the latter 
is affected by their personality traits. Indeed, 
studies have shown an association between 
personality traits and attitudes toward AI (Park 
& Woo, 2022; Schepman & Rodway, 2020).

Students’ Personality Traits and AI 
Personality traits determine individuals’ 

emotions, thinking processes, and behaviors 
(Devaraj et al., 2008). The five most common 
personality traits are openness, agreeableness, 
extroversion, conscientiousness, and neuroticism 
(McCrae, 2009). This study considered three 
of these: openness, conscientiousness, and 
neuroticism. Openness implies open-mindedness, 
attraction to innovation, and intellectual curiosity 
(Matzler et al., 2006). Conscientiousness implies 
focused attention and effort exerted in an orderly 
and planned manner to reach a goal or assume 
responsibility (Soto & John, 2014; Roberts et al., 
2014; Hassan et al., 2016), whereas neuroticism is 
related to negative emotions such as depression, 
insecurity, and anxiety. Several studies have 
shown either a positive or negative association 
between personality traits and the adoption of 
AI technology. Barnett et al. (2015) and Tassone 
(2023) tested and found a positive association 
between conscientiousness and the use of AI. 
However, they also found that neuroticism was 
negatively associated with using and adopting 
AI technologies. Studies have shown that AI 
has brought about a different kind of anxiety 
than traditional sources of anxiety. The abstract 
nature of AI and the technological changes with 
its implications for the future can bring a sense 
of vulnerability and loss of control and can be 
overwhelming (Kim et al., 2023). Li and Huang 
(2020), as well as Wang and Wang (2022), 
identified different types of AI anxiety, including 
job replacement anxiety, sociotechnical 
blindness, and AI learning anxiety. The level 
of anxiety seems to be related to students’ 
confidence in learning new technologies, that is, 
their self-efficacy (Barrows et al., 2013). Studies 
also show that students’ level of self-efficacy in 
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general, and self-efficacy in AI in particular, plays 
a role in their adoption of AI technologies (Chen 
et al., 2024). The more confidence they have in 
their ability to operate and use the technology to 
acquire knowledge, the more willing they are to 
try new technological developments. 

Theoretical Framework
This study is anchored on the Technology 

Acceptance Model (TAM) as the theoretical 
framework. Davis’s (1989) model posits that 
users’ actual adoption of a new technology 
is determined by their attitude toward that 
technology. The reasoning behind the model 
is that users’ intention to adopt technology is 
shaped by specific beliefs about the use of that 
technology (Marikyan & Papagiannidis, 2023). 
This theory has two objectives: first, to explain 
the processes involved in accepting a particular 
technology in an endeavor to predict users’ 
behavior. Second, there is a practical objective, 
which is to assist practitioners with the measures 
to take before implementing systems (Marikyan 
& Papagiannidis, 2023). 

According to Davis (1989), would-be users 
tend to form an attitude toward technology, and 
their attitude depends on how useful they perceive 
the technology (perceived usefulness) to be and 
how easy it is to use such technology (perceived 
ease of use). Perceived usefulness is defined as 
the perception that potential users have about 
the extent to which the use of technology can 
improve their performance. Perceived ease of 
use is defined as the level of difficulty associated 
with the use of technology. Potential users would 
weigh the level of usefulness of the technology 
against the level of difficulty involved in using 
it. According to Davis (1989), the effect of 
perceived usefulness on the actual adoption of 
technology ( behavior) can be direct. However, 
perceived ease of use does not directly affect 
behavior but is related to perceived usefulness. 
The implication is that if technology is perceived 
to be easy to use, it is more likely to be perceived 
as useful. 

This theory has been applied in various 
settings and proven robust. Over time, it was 
further improved to enhance its predictive 
power, as there was a need to further identify 
the conditions that underpin users’ perception 
of usage of the technology. Three factors 
have been proposed: the control factor (self-
efficacy), intrinsic motivation (objective 
usability), and emotions (perceived enjoyment, 
computer anxiety, and computer playfulness) 
(Venkatesh, 2000; Venkatesh & Bala, 2008). 
Further improvements have been made and the 
theoretical framework as it currently stands 
posits that “actual behaviour is predicted by the 
behavioural intention, and behavioural intention 
is underpinned by perceived usefulness and 
perceived ease of use, each of which has a set of 
antecedents” (Marikyan & Papagiannidis, 2023, 
p. 6).

The model has been criticized for its 
simplicity and lack of applicability in complex 
organizations, including institutions of higher 
learning (Ajibade, 2018). In particular, the 
model seems to imply that individuals accept 
new AI technology because of the influence of 
friends or media. Many organizations have rules 
and other organizational factors that influence 
the use of new technologies to the extent that 
considerations such as interpersonal influence 
do not count (King & He, 2006). Another 
limitation of the TAM model is that it seems to 
imply that extensive use of technology results 
in higher performance. Such a claim may not be 
true in practice (Goodhue, 2007). Nevertheless, 
the theory still fits the purpose of this study 
because it helps understand how users’ (in this 
study, students in higher education) attitudes 
influence their adoption of new AI technologies, 
specifically by emphasizing the factors of 
usefulness and perceived ease of use. 
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Methodology

Research Design

A qualitative case study design was 
employed to understand the interplay between 
personality traits and students’ attitudes toward 
AI in higher education. The case study design 
is deemed appropriate for this study because 
it allows for a thorough exploration of the 
phenomenon (Thomas, 2011). 

Participants
Participants were selected from a diverse 

range of graduate students at a Christian 
university. The university was selected because 
it has deployed AI technologies in its service 
process and delivery over the past four years. 
The participants were selected using a purposive 
sampling procedure with a heterogeneous 
sampling approach to ensure a fair representation 
based on gender, age, program of study, and 
geographical location. This study involved ten 
students actively pursuing their studies. Five 
students participated in the in-depth interviews, 
while the other five participated in focus group 
discussions. 

Instrument for Data Collection
Data was collected through semi-structured 

interviews and a focus group discussion in August 
2024. While interviews facilitated the exploration 
of ideas with participants on an individual basis, 
focus group discussion was selected to allow 
participants to offer insights and share both 
commonalities and differences with their peers. 
This process aimed to facilitate the emergence 
of new topics through group dynamics. Both 
types of instruments are considered valuable 
for gaining an understanding of the topic under 
consideration and for providing a comprehensive 
description of students’ experiences.

Data Collection Procedure
Students were invited by email to 

participate in the study. Once they confirmed 
their willingness to participate in the study, they 
were sent questions ahead of time to prepare a 

smooth process for the interview. They were also 
provided consent to sign. The date and time of 
the interviews were scheduled based on student 
availability. All interviews were conducted online 
using Zoom. The same questions were asked for 
the focus group discussion and interviews. The 
interview was about 45 minutes per student, 
whereas the focus group discussion lasted an 
hour and 30 minutes.

Trustworthiness
Trustworthiness in qualitative research is 

important. For this current study, the following 
criteria were followed to achieve trustworthiness: 
credibility, transferability and confirmability.

When it comes to credibility, we ensured that 
the research findings accurately represented the 
data and the reality being studied. This involves 
rigorous data collection and analysis processes 
that reflect participants’ true experiences and 
perspectives. Member checking was conducted 
by repeating what the participants said to them to 
verify the accuracy of the statements expressed. 

Trustworthy research provides detailed 
descriptions of the research context and 
participants, allowing others to judge the 
applicability of findings to different settings 
or populations. This element of transferability 
enhances the generalizability and relevance of the 
research. This study endeavored to provide the 
necessary information to the reader, thus setting 
an adequate foundation for future research.

Finally, confirmability addresses the 
objectivity of the research. In this study, we 
thoroughly examined the data provided by 
the participants and used them to establish our 
findings. Hence, it was ensured that the findings 
reflected the participants’ perceptions and ideas 
rather than the researcher’s preconceptions. 

Data Analysis
The data were recorded and transcribed. We 

then read the transcribed version several times 
to highlight keywords that reflected the major 
responses to the research questions. A thematic 
analysis was performed manually. The analysis 
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involved three major steps. First, the draft 
versions from the interviews and focus group 
discussions were categorized and coded using 
theoretical thematic analysis. This initial type 
of analysis was driven by the research questions 
(Braun & Clarke, 2006). Second, the coding was 
refined and the relationships among the initial 
categories were merged to unearth new themes. 
This process was conducted to understand the 
participants’ attitudes. Third, once the themes 
were developed, they were interpreted in the 
context of the existing literature on AI and 
the underlying theory used in the study. The 
discussion at this level aims not only to confirm 
what has been found in the existing literature but 
also to unearth new insights that can be used as 
recommendations for further studies. 

Ethical Considerations
Participants were informed about the 

study’s purpose, procedures, and their right to 
withdraw at any time. All participants consented 
to participate in this study. All data were 
anonymized to protect participants’ identities. 
Ethical approval for this study was obtained the 
Ethical approval for this study was obtained from 
the Adventist University of Africa Institutional 
Scientific Ethics Review Committee, AUA/
ISERC/6/08/2024.

Results and Discussions

The influence of personality traits on 
students’ attitudes toward adopting AI 
technologies

The first research question concerned 
the influence of personality traits on students’ 
attitudes toward adopting AI technologies. 
Three traits related to the adoption of AI were 
analyzed in this study (two positive and one 
negative): openness, conscientiousness, and 
anxiety. According to the students, they are 
open to new experiences, which enables them 
to try new experiences when they discover 
their usefulness. They also expressed that they 
were conscientious. They set goals and tend 
to work diligently toward achievement. This 
trait has helped them adopt AI as it seems to 

help them effectively and efficiently reach 
their set objectives. However, the students also 
expressed anxiety about AI, which sometimes 
influenced their adoption of technology. Three 
themes emerged to answer research question 
one. Openness and conscientiousness result in 
a positive attitude, while anxiety results in a 
negative attitude toward AI technology. These 
three themes are explained in the following 
sections.

Theme 1: Openness resulting in a positive 
attitude toward AI 

Most participants expressed openness 
and willingness to learn new technologies, 
deeming them essential for their educational 
pursuits. One participant stated, “I have always 
been curious about new things,” while another 
mentioned, “When someone informs me about 
a new technology, I will search to learn more 
about it.” For some, it was an opportunity for 
discovery: “I always want to discover and try 
new things. The sky’s the limit. My slogan is that 
I will not be the last to learn new technology.” 
Openness tends to influence attitudes toward 
adopting AI. One participant remarked, “Society 
mandates the adoption of AI; otherwise, you 
become irrelevant.” One participant noted, 
“this is the new way to succeed academically 
nowadays.” Some participants attributed their 
openness to learning to their natural curiosity 
and desire to enhance their knowledge. Most 
participants had a positive attitude toward 
adopting new AI technologies, recognizing their 
usefulness and importance in education. These 
findings confirm other studies suggesting that 
openness and willingness to learn encourage a 
positive attitude toward new technology (Park 
& Woo, 2022). Furthermore, other studies have 
found a relationship between personality traits 
and individual attitudes (Schepman & Rodway, 
2020). Thus, individuals open to new technology 
are more likely to embrace their use.

Theme 2: Conscientiousness resulting in a 
positive attitude toward AI. 

Most participants reported that they are 
responsible, diligent, and careful because they 
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want to succeed in their academic pursuits. 
One participant said, “I want to succeed in my 
studies, that is my goal, so I do everything it 
takes to achieve that goal.” Another one added:

“If that technology can help me reach my 
goal, I want it.” They felt obligated to perform 
well as students in an institution of higher 
learning. A participant said, “I have set goals 
which I need to achieve, and AI technology aids 
me to achieve the goals I have set in good time.” 
Some participants are conscientious because 
they want to be of use to others. One participant 
said, “ I am a very conscientious person when 
it comes to AI because AI helps and motivates 
me to learn more. As I learn, I become a source 
of help, and I am able to assist other people…I 
have the desire to provide help to others so as to 
push them to learn more about new technology 
and how they can use it to their advantage in the 
learning process.” Hence, the need to transfer 
their knowledge to assist others motivates them 
to embrace and master new technology. The 
findings of the current study are similar to those 
of Barnett et al. (2015) and Tassone (2023), 
who found a significant association between 
conscientiousness and AI use. The implication 
is that whenever learners need to succeed and 
thrive in their learning process, they embrace AI 
technologies.

Theme 3: Anxiety resulting in a reluctance 
about the adoption of AI technology

As far as the negative emotions are 
concerned, some of the participants expressed 
that they felt anxious about the new technology. 
Their anxiety was mostly related to AI learning. 
AI Learning anxiety is felt when an individual 
is apprehensive about the complexity involved 
in understanding AI algorithms (Wang & Wang, 
2022). One participant said, “Before I start any 
new technologies, I feel a surge of anxiety…” 
Others are apprehensive and tread carefully 
because they do not want to embrace AI before 
fully understanding it. One participant said, 
“When there is a new thing, I do not embrace 
it immediately. Rather I want to know as much 
as possible about it before I take the plunge.” 

This finding is similar to that of other studies 
that revealed that some students experience 
learning anxiety as they use AI in their learning, 
especially in their first encounter. Moreover, the 
level of anxiety tends to increase if they have 
bad experiences with technology (Kim et al., 
2023; Li & Huang, 2020; Wang & Wang, 2022). 

How students’ lived experiences shape their 
acceptance of AI tools

The second research question emphasized 
the role of experience in participants’ adoption 
of AI. It seems from the interviews and focused 
group discussions that the students did not have 
much experience with AI, good or bad. This is 
probably because they have not been exposed 
to the wide range of AI technologies available. 
Nevertheless, from their few experiences, they 
expressed that good experiences gave them more 
motivation to adopt new technologies. On the 
other hand, bad experiences did not deter them 
from trying it again. Rather, the bad experiences 
made them more cautious about new things 
coming up. Thus, it cannot be said that good 
and bad experiences are at opposite ends of each 
other at all times. 

Theme 4: Role of Experiences 
The participants revealed that good 

experiences motivated them to learn more. 
One participant said,  “I had a good experience 
before, and I was so excited. I became more 
informed and always wanted to learn more to 
find my way through.” Still, another mentioned 
that the bad experiences made them look for 
other alternatives, searching for other types 
of technologies to see if they could solve their 
problem better. “Because I had a setback with 
one technology, it did not hamper me. Instead, 
I looked for other tools where I can get the 
information that I need. It did not really affect my 
willingness to try more.” For some participants, 
the bad experiences they encountered made 
them cautious about the use of AI. One of them 
said “I am cautious because I have had a bad 
experience before. Still, another student added 
“I had a bad experience in the past with trying 
new technologies. In the future, I will be more 
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suspicious or rather cautious about using new 
technologies.” Some participants had a poor 
perception of AI because they did not have a 
pleasant experience with technology. 

The negative experience stems from a lack 
of understanding of AI that triggered anger, 
resentment, and frustration while trying to use AI. 
One participant said, “Last time I used ChatGPT, 
I was very frustrated. There was production of 
information but there were no references. I had 
to start looking for references, and it wasted a 
lot of my time.” The findings agree with studies 
that seem to show that experience can hinder 
or encourage the adoption of AI technology 
(Barnett et al., 2015).

Role of students’ self-efficacy and their 
adoption of AI-driven educational resources 

The third research question was related to 
students’ level of self-efficacy. Some students 
said they were confident in mastering technology 
because of their previous work experience. They 
have developed sufficient skills for managing 
new things. Others are less confident about AI 
technologies and realize they may be unable to 
navigate the complexities involved. Still, they 
do not want to give up. Their interest and need 
to reach where they want to be is superseded by 
their lack of confidence. From the analysis, one 
theme emerged, namely, the self-efficacy level. 

Theme 5: Self-Efficacy 
 Most participants acknowledged their 

limitations vis-à-vis new technologies, but they 
also expressed that academic requirements 
need to be met. The responsibility of meeting 
these requirements seems to be heavier than 
the acknowledgment of a lack of skills and 
knowledge. As a result, they push themselves. 
One participant said, “If I need to, I push myself 
to be confident about it. I reason with myself and 
do not think of the limitations. So, after a while, 
I gain confidence.” The level of self-efficacy 
comes because the need to reach their objectives 
is paramount in their minds. Another added “Do 
I have a choice? I must master the technology.” 
Another stated, “Even if I realize that I am not 

able to master the technology, the interest I have 
drives me to learn and master so I can get to 
where I want.” 

Students use different methods to enhance 
their self-efficacy levels. Some use their previous 
experience to enhance their self-efficacy toward 
AI. One of the participants said, “I have always 
worked with Information technology so I feel 
I can master the new AI technology as well.” 
Others rationalize that AI, when used correctly, 
has the potential to allow them to achieve 
their goals. One participant said, “I am very 
confident using AI. It saves me time, produces 
better organized information, I avoid going to 
the library, and it makes my work very easy. I 
am passionate about its use.” One participant 
shared a success story. “Technology helps a lot 
in giving insights to developing class materials. 
it aids work like editing hence improves personal 
learning experience.” These findings suggest 
that the conscientiousness of these participants 
helps them try new things, even if they are not 
very confident. 

However, a few participants felt that the 
situation was complex and that they were not 
ready to handle new technologies. As much 
as they were excited about and in awe about 
the possibilities of new technology, they 
acknowledged that they were not up to par in 
using it effectively. One participant revealed “I 
do not know so much about technology, so I am 
afraid that I do not get the desired outcome.” 
Another one said, “Sometimes I am not confident 
that I can handle new technology.” 

Scholars have reached similar conclusions 
that a high self-efficacy level leads to positive 
learning outcomes. For example, Hong et al. 
(2021) and Zorlu and Ünver (2022) affirmed 
that learners with strong self-efficacy engaged 
more in school activities and persisted longer in 
learning until they achieved their goals. Other 
studies have found that individuals with high self-
efficacy are more resilient when they encounter 
challenges and are less likely to be anxious 
(Usher & Pajares, 2008). Students who are more 
confident in their ability to operate and use AI 
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technology tend to acquire more knowledge and 
are more willing to try new technologies.

Perceived benefits and detrimental effects on 
personal learning outcomes. 

The fourth research question focused on AI 
in relation to students’ learning outcomes and 
academic performance. The major downsides 
are possible mental dullness, dependency on 
technology, and demotivation. On the other 
hand, the major benefits raised by students are 
efficiency and the ability to access more ideas, 
thus increasing knowledge in less time. Two 
themes emerged: Perceived disadvantages and 
perceived benefits.

Theme 6: Perceived disadvantages
The disadvantages mentioned by the 

participants seem to be internally oriented. 
Students fear becoming less mentally sharp 
because they allow technology to take over their 
mental efforts and accomplish the tasks that were 
done previously. They are also concerned about a 
decline in their ability to think critically (mental 
dullness), leaning too much on technology 
(dependency), and not receiving accurate 
information.

Subtheme A. Mental Dullness. One 
participant said, “AI can make me lazy 
mentally.” Another one said, “AI prevents me 
from developing critical thinking.” Another 
also voiced similar sentiments, “AI dulls my 
brain.” The participants seemed acutely aware 
of the effect of technology on their reasoning 
and thinking. This concern is relevant because, 
in higher education, students are required to 
have a higher order of thinking, especially when 
writing their thesis or dissertation. However, 
this statement may be biased. Consider the 
researcher’s role in qualitative inquiry (If AI 
is useful for efficiency, how is it a negative 
thing to use?) Is the fault with AI or the user? 
As one participant voiced, “I am very sensitive 
to anything that undermines my learning 
capability… Also, I think over relying on AI may 
reduce my thinking ability.”

Subtheme B. Overdependence. There is a 
view that AI is addictive in the sense that users 
may depend too much on the technology and 
become powerless in the absence of these tools. 
Two participants reported that they felt AI was 
addictive if one was not careful. They affirmed 
that AI can be addictive in some sense because 
sometimes it makes one dependent, and one 
has to use it at all times, even without thinking. 
“Being dependent on AI means you are not a 
scholar nor a thinker. Without AI you cannot do 
anything and this is dangerous.” 

Subtheme C: Inaccurate or Incomplete 
information. Some participants felt that AI 
can complicate matters, as one needs to choose 
and discern which material is relevant. One 
participant said, “Whenever I use it, I have to 
read and interpret the information again.” In 
addition, some participants realized that the 
information produced by AI may not be fully 
accurate because the outcomes depend heavily 
on the input. A participant said, “there is so much 
information available and sometimes they are not 
fully accurate and may even be contradictory.” 
Moreover, if not well managed and used, AI can 
waste a lot of someone’s time. “AI, especially 
ChatGPT, is a waste of time for me. Whenever I 
use it, I have to read and interpret the information 
again.” There is also a concern about plagiarism 
and copyright issues, where one’s work can be 
“stolen” and this could potentially demotivate. 
A participant said “Sometimes, AI may seem 
to make the work easier, but it can complicate 
things, someone may steal my work…and these 
thoughts can be demotivating…” The findings 
of this current study agree with others that AI 
does have a dark side, such as plagiarism issues, 
overdependence on AI, and incorrectness of 
facts. These and other factors can foster negative 
emotions, such as anxiety, demotivation, and 
insecurity, especially if one is not knowledgeable 
about technology (Boguslawski et al., 2024; 
Ivanov, 2023; Jie & Kamrozzaman, 2024).
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Theme 7: Perceived Benefits. 
Participants appreciated the efficiency and 

effectiveness of AI and its efficacy in achieving 
their goals. These two subthemes are explained 
below. 

Subtheme A: Effectiveness. Effectiveness 
is related to meeting expectations in the school or 
workplace. Participants appreciate that they get 
ideas on how to do certain things, for example, 
an outline for a term paper. One participant said, 
“It makes studies easier.” Another confirmed, 
“It allows me to get ideas on how to produce 
some academic work.” Another comment was 
added, “It helps me to submit assignments that 
are well done.” Another revealed, “It enhances 
my capacity of learning.” AI is also perceived as 
being able to increase knowledge. A participant 
affirmed, “AI increases knowledge. One can 
access high-level knowledge. This knowledge can 
be used in academic settings and the workplace.” 
This finding contradicts participants’ opinions 
about AI, making them mentally lazy and dull. 
However, it can be understood to the participants 
realize that while AI is potentially useful, it 
all depends on how it is used. One participant 
expressed it as follows: “I intentionally decide 
what type of AI technology I use, and I have to 
use discernment in how I use the information. I 
don’t just use anything that comes, No!!” 

Sub-theme B: Efficiency. Efficiency is 
valued because the students’ intermediate goal is 
to finish school and graduate. As one participant 
shared, “AI aids my work. This helps me finish 
the work quickly…. I might be able to graduate 
faster.” Another participant said, “AI helps me 
save time. I think it is very efficient.” Another 
explained how AI has helped her work faster 
and on time. “AI helps me do my work on time, 
then I can help others who are having challenges 
to accomplish their work.” When used well, 
AI saves a lot of time on tasks assigned, as 
multitasking is possible. Another participant 
explained, “AI helps me multitask. I can handle 
many things. I am confident that it can do the 
work for me, and I am able to do other things.” 

When asked if the benefits outweighed the 
drawbacks, all participants emphatically stated 
that the benefits were more than the drawbacks. 
In the words of one participant, “AI allows me 
to gain time. This I appreciate .... the benefits 
outweigh the downside.” They are aware of the 
disadvantages but value the benefits and are 
willing to overlook them.

Discussion
The findings suggest that the relationship 

between personality traits and attitudes toward 
adopting new AI technology is complex. On 
one hand, personality traits such as openness 
and conscientiousness influence the adoption 
of technology. On the other hand, to adopt 
and eventually use AI technology because it 
helps achieve a certain goal (i.e., its perceived 
usefulness) tends to encourage the same 
personality traits. This finding agrees with other 
studies that show that despite the relatively stable 
nature of personality traits, they change due to 
certain events in an individual’s life (in this case, 
higher education) (Bleidorn et al., 2018; Lucas 
& Donnellan, 2011; Nieß & Zacher, 2015).  

Furthermore, there seems to be an indirect 
link between the level of self-efficacy and 
the adoption of AI technology via personality 
traits such as openness. Students who are more 
confident about their ability to use technology are 
more open to trying and, consequently, are more 
prone to adopt new technological developments. 
However, the findings also show that those 
who acknowledge their lack of self-efficacy 
are not deterred from attempting to at least try 
the new technology. It seems that their level of 
conscientiousness motivates them to overlook 
their limitations and thus helps mitigate the 
influence of a lack of self-efficacy when adopting 
AI technology. 

Students’ experiences also seem to play an 
indirect role in adopting AI technology. Positive 
experiences regarding AI produce excitement 
and satisfaction, leading to more openness, 
which contributes to the easier adoption of 
the technology. On the other hand, negative 
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experiences do not necessarily produce the 
opposite effect; rather, they help students exert 
more caution while adopting the technology. 
Such caution may not necessarily be bad when 
it comes to AI technology, as it guards against 
the indiscriminate usage of AI. Hence, this study 
suggests that both good and bad experiences 
favor the adoption of the technology because of 
its underlying perceived usefulness. 

Overall, the findings from this study seem 
to confirm the propositions of the theory of the 
Technology Acceptance Model, which posits 
that perceived usefulness, personality traits, and 
perceived ease of use play an important role 
in the attitude and adoption of AI technology 
(Davis, 1989; Marangunic & Granic, 2015; 
Al-Kfairy, 2024). Experiences, self-efficacy, and 
perceived benefits gained from the technology 
also seem to influence the propensity to adopt 
new AI technology indirectly. The diagram 
below shows the interrelationships between the 
different factors.

Figure 1: Relationships of the factors involved 
in the adoption of AI technology 

Conclusion and Recommendations
This study explores the role of personality 

traits in the adoption of AI Technology. In 
particular, it shows how AI technologies occupy 
an important place in students’ minds, even if they 
are not fully knowledgeable of all the possibilities. 
This implies that educational institutions need to 
ensure that students become more exposed to AI 
technology in order for them to take advantage 
of its benefits. The more opportunities they get 
to interact with AI technology, the more adept 
they would be to use it. Given that the students 
revealed some level of anxiety about AI because 
of the complexity involved, it is important that 
continuous training be offered to help them learn 
to master technology. The student’s concern 
about the decline in mental alertness can be 
addressed by holding workshops to teach them 
how to critically and objectively assess the 
usability and accuracy of the information they 
obtain from the AI tools. There is also a need 
to assist the students in considering AI tools as 
tools to be used and not to depend on them to do 
their thinking. 

Limitations and Areas for Future Research
Future studies can help address the following 

limitations of this study. The study was limited 
to the personality traits of the students and their 
influence on attitudes toward AI. However, there 
are indications that other factors may also have a 
role to play. Students live in regions where access 
to AI technology is limited. They mentioned the 
cost concerns and the demands of their profession 
as sometimes interfering with their adoption of 
AI. Further studies are recommended to explore 
the role of factors such as the level of accessibility 
to AI technologies, cost considerations, and 
even job demands, together with personality 
traits, in the adoption of AI technology. Another 
limitation of this study was the use of only one 
institution of higher learning. This may narrow 
the perspective on AI adoption in this context. 
Future studies should consider gathering data 
from a broader range of diverse institutions to 
gain further insights. Nevertheless, it is believed 
that this study offers some valuable insights and 
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allows a better understanding of the relationship 
between personality traits and students’ adoption 
of AI in higher education.
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